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Introduction

Mobile network operators (MNOs) throughout the world are experiencing an exponential growth of data
traffic, mainly driven by an increase in the demand for video streaming services, peer to peer services such as
video conferencing, OTT applications, as well as by tremendous proliferation of mobile devices. A recent
report from Analysis Mason indicates that between 2021 and 2025 alone, mobile traffic will grow a further
250%. Conventionally, operators tackle the traffic growth and maintain the desired quality of service by
acquiring more spectrum, adding carriers or by cell splitting. Since the new spectrum that is being awarded
to MNOs are typically at higher frequency bands, their propagation characteristics often require more sites
than usual to cover a given geographical area.

Furthermore, it is important to note that the revenue growth from mobile services is not commensurate with
the traffic growth. A recent white paper from CMI Corp/VMWare shows that profit per bit for MNOs has been
steadily eroding for the past decade, and the trend continues. This means that there is an unprecedented
need for MNOs to keep pushing their TCO (total cost of ownership) down as they look for opportunities for
revenue growth.

In this paper, we touch upon the TCO reduction aspects of MNOs and how in the O-RAN architecture,
RIC (RAN Intelligent Controller) in particular would be helpful in that context.

A rough pictorial representation of the TCO, for a typical MNO is depicted in Figure 1.
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Figure 1 - Major TCO Components of a typical MNO

These are major components of TCO, at a high level. For OPEX, the cost breakdown greatly depends on the
geography, operating practices and environment (including regulatory aspects) - hence making an average
percentage breakdown estimate may not make much sense.

When it comes to TCO reduction, we need to consider both CAPEX and OPEX reductions. For subsequent
discussions, we will concentrate on the radio access network (RAN) only as it constitutes the majority of the
mobile network cost. CAPEX reduction could be achieved by improving the spectral efficiency in general -
that is making the best use of the deployed capacity such that the MNO can push the deployment of new
capacity and/or the need for new spectrum as farther in time as possible. Self Organizing Network (SON) is a
mechanism through which operators have traditionally looked to reduce CAPEX and OPEX by enabling
automation to increase operational efficiencies of the network. However, SON’s effectiveness is limited by the
longer response times and the lack of agility in decision-making.

OPEX reduction could be achieved by automating the network deployment and operations wherever
possible, arguably with the help of Artificial Intelligent/Machine Learning (Al/ML) techniques, as we can
collect and infer from an abundance of data from the RAN. The RIC has emerged to be an efficient platform
to achieve these goals.



Open RAN (and O-RAN Alliance) architecture allows for disaggregation, virtualization, and open interfaces
between network elements, in addition to driving a cloud-native approach to telecom networks. More
importantly, O-RAN architecture defines the RAN Intelligent Controller (RIC) to provide the operator the
flexibility and the agility to implement a myriad of use cases and applications including:

¢ Automate network management and performance
» Facilitate efficient utilization of radio resources

* Enable slicing of logical and physical network resources to support different service level agreements
(SLAs)

In other words the RIC is being defined in O-RAN to leverage the open interfaces to drive down TCO.

Not surprisingly, a very recent survey by Analysis Mason shows that MNOs chose RAN TCO reduction as their
top commercial driver for deploying the RIC. Analysis Mason also has forecast that network OPEX worldwide
will decline at a CAGR of just 0.94% during 2019-2026, which suggests that MNOs must do more to reduce
TCO, and the RIC is part of that strategy.

RIC - Promoting an ecosystem for TCO reduction

Traditionally, mobile networks have been built on proprietary vendor technologies. The O-RAN Alliance is
poised to change that, bringing multiple vendor options for equipment and services. The new service options,
including vendor diversity as well as net new services come from RIC, which is the most radical concept in the
O-RAN architecture.

Albeit RIC sounds like a RAN controller, we need to consider it as an open platform where a whole host of
third-party developers can create applications for various use cases and then integrate them with a
standardized “open” RIC platform. Along this line, RIC presents a great vehicle to achieve the TCO reduction
goals efficiently, with best of breed solutions that are closely coordinated and without any vendor lock-ins.

Note that this complements Mobile Edge Cloud (MEC) which enables the development of user plane
applications, whereas RIC enables control plane applications.

Fundamentally, RIC enables control loop implementations where RAN events of interest are observed, then
analyzed, and subsequently controlled based on certain policies/goals in a closed loop manner - with an
option to use Al/ML techniques. The RIC has two flavors, each architected to satisfy specific control loop
latency requirements:

* Near-real-time (Near-RT) RIC: Carves out some of the radio resource management control loops
from the gNodeB to an open environment where they can be customized. Applications (xApps)
in the Near-RT RIC are to be designed to respond to events from the RAN in near-real-time
(10 ms to 1 second).

» Non-real-time (Non-RT) RIC: Supports Al/ML approaches for automation of RAN operations, non-
real-time intelligent radio resource management, policy-based optimization of RAN parameters and
resources, and provides guidance, parameters, and policies for near-real-time RAN control and
operations (via Near-real-time RIC) or by other means (for brownfield). Applications (rApps) in Non-
RT RIC support control loops of more than 1 second.

Figure 2 illustrates this.



A detailed discourse on how O-RAN architecture achieves its goal is beyond the scope of this discussion.
However, Figure 2 is a depiction of how the O-RAN compliant architecture RIC which STL is promoting as a
service enabling platform helping to create an ecosystem for developing, deploying, and operating third party
applications ( xApps for Near-RT applications and rApps for Non-RT applications) that would enable TCO
reduction. This is one of the key missions of STL Access Solutions.
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Figure 2 - O-RAN Architecture and RIC: (STL)

One important point to note here is the logical decoupling of Non-RT RIC and RAN O&M from Generic SMO
functions. This makes sense as it provides more flexibility for mobile network operators, without violating
O-RAN principles. We are working with partners to urge O-RAN to consider defining details of some of the
less-specified interfaces across Non-RT RIC and SMO components, as it will greatly help the ecosystem. We
are quite pleased to see that the initial reception of this proposal has been very encouraging.



Figure 3 illustrates STL Access Solutions RIC portfolio, where incumbent vendors as well as entrepreneurs can
create intelligent RAN applications and services. Utmost care has been taken to make the application
development, testing and onboarding process is as simple and straightforward as possible, facilitated by a
sandbox environment and synthetic data, enabling close to real-life experience.

p
BSS Infrastructure Process F/w

OSS & NOC Infrastructure Global Orchestrator Customization
Framework

1 Rest/JSON
RAN Domain Orchestrator

Cloud Native CICD
Site Deployment,
Installation &
Commissioning

RAN NSSMF NF Orchestration Cloud Infra M&O

Non-RT RIC Platform
DU Management , .
_ xAppl XApp2  XApp.. IA1 Vl:'t::al/ Container
Near-RT RIC Platform

RAN O&M Platform

Represents

Option to embed 3 o1 { E2 t E2 I

RAN Domain ! $ ! 3

Orchestration to

Higher Order RU DU CuU COTS Infra
Systems

Customer specific Infrastructure Partner Products Il STL

Figure 3 - STL RIC - Creating a RAN service enabling ecosystem

It is natural that full O-RAN architecture would take time to get adopted universally. STL Access Solutions is
fully sensitive to this important aspect and we have incorporated that flexibility into our RIC portfolio
architecture. There are several TCO reduction applications that do not need CU/DU control or E2 interface
support, and MNOs can start using the RIC platform immediately to implement those applications, and
progress towards tapping into the full benefits of Open RAN as the adoption level increases. Basically, the
intent is to leverage the flexibility and agility of RIC to deliver TCO benefits, even as standardization and
adoption are in progress.

RIC - Use Cases for TCO reduction

One can identify dozens of use cases that can be implemented via RIC (especially Non-RT RIC) for TCO
reduction, which would need different levels of O-RAN adoption. Also, it is very important to note that TCO
reduction applications using RIC can be applied to both 4G and 5G networks - hence MNOs need not wait for
5G rollout or O-RAN adoption to start reaping RIC benefits. One immediate question that would come to
MNOs is that how this relates to SON and associated platforms. On this front, RIC is eliminating proprietary
SON platforms and associated single vendor solutions.



With RIC, MNOs can implement best of the breed SON like functions at competitive prices, all coordinated in
a policy driven environment. In other words, multi-vendor SON solutions can cordially exist and operate on a
RIC platform. Now the question is, what does an MNO do with its current SON platform and applications on
it? One can address this as follows, without “ripping and replacing” any of the existing software platforms or
systems.

¢ Make RIC the master automation platform and implement all new SON applications on RIC, on-going.

¢ Interface RIC with the existing SON platform especially with its application coordinating module
(which SON platforms generally have to avoid action conflicts between applications).

* Perform all application level coordination from RIC using its policy enforcement module.

Note that RIC is more than a SON platform, however. It can be thought of as a powerful automation platform
where Al/ML capabilities can be effectively incorporated. In that respect, RIC supports way more automation
use cases, over and beyond the purview of conventional SON.

Though not within the scope of this paper, in addition to RIC-enabled TCO reduction use cases, there is
another category of RIC use cases that would foster new revenue generation under the auspices of 5G, by
exploiting the full flexibility and power of O-RAN architecture.

Figure 4 is an attempt to capture the above points.
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Figure 4 - RIC use cases: A high level classification and calibration with O-RAN adoption

RIC Use cases - Examples of TCO reduction

a) Automating new RF Carrier/Site launches

A very pertinent use case under day-to-day operations is automating the process of adding new carriers (or
sites) to the network as many MNOs are in the process of rolling out 5G, and containing the cost of rollout is
very important.



Deployment of 5G mobile network infrastructure in a business-as-usual approach would be more expensive
and complex as compared to prior mobile technologies. For 5G, the need for using higher radio frequency
bands, densification, as well as the proliferation of endpoints would tend to push deployment costs higher.

Several network validation tests need to be conducted after vendors have completed the construction and
installation work at a cell site, but before the site is handed over to the Telco’s operations team for commercial
launch. This is applicable for both new site construction as well as new RF carrier additions on existing sites.
Since most of the 5G deployments are not greenfield, the latter is more commmon.

Needless to say, each MNO has its own specific methods and procedures before a site is accepted for
commercial operation. However, at a very high level, it is captured as a five-step process in Figure 5, once the
new site (or added carrier) is powered up and running, and all essential connectivity tests are completed.
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Figure 5 - High level process of new site/RF Carrier launch

With the help of Al/ML and applications on Non-RT RIC, the entire process can be automated, assisted by
MDT (minimization of drive test - a standardized mechanism introduced in 3GPP Release 10).

New carrier/site addition Opex costs vary throughout the world, but could add up to tens of millions of dollars
depending on the size of the MNO. As a matter of fact, Step #4 is done periodically even after a carrier is
commercially launched to ensure coverage and quality, by drive tests. Last year a large US carrier reported
that to drive test just 25% of the square kilometers of its nationwide 4G LTE coverage would cost
approximately $45 million each year and that drive testing only 10% of its coverage would still cost as much
as $18 million/year This is also a candidate for savings as MDT, combined with the closed loop automation
using RIC-based applications, can achieve the goals of drive test based coverage and performance
optimization.



b) Load Balancing and Traffic offloading (Traffic Steering)

In general, it is well understood that automation around load balancing (among carriers in the same sector)
and traffic off-loading (moving traffic between cells on different sites) would yield significant efficiency
improvements in making optimal use of available RAN capacity. This has been always in the conventional SON
territory, under the traffic steering category of use cases. However, the combined efficacy of various traffic
steering approaches would depend on the following:

* How quickly we can detect a traffic imbalance condition and an overload condition?
e Furthermore, can we proactively predict these conditions and invoke control actions?

¢ How effectively we can coordinate the control actions, in a mutually aiding manner?

The policy-driven, low latency control loop framework of RIC ( Non-RT RIC with or without Near-RT RIC)
assisted by Al/ML would be an excellent platform for these sorts of automation, to extract the full benefits of
traffic steering approaches.

Figure 6 shows where the capital efficiencies come from traffic steering and how that may be quantified.
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Figure 6 - Automation to improve traffic handling efficiency delays the need for new RAN capacity

In Figure 6, the red curve shows the “organic” peak traffic growth on a cell without any effective traffic
steering. Note that RAN capacity is engineered to handle peak loads. The green curve is with traffic steering,
which slows down the growth of the peak traffic carried by the cell. When the traffic exceeds the capacity, a
new capacity requirement is triggered needing more carrier or site addition and/or more spectrum (more
capital deployment) - in the latter (green) case, the triggering is pushed out in time.

As an illustration, if we assume a 10% traffic growth, a modest traffic handling efficiency gain of 10% would
delay the new carrier/site trigger by about a year (detailed computations are omitted here). This means the
MNO can delay new capital infusion by a year and the cost of that capital for a year is saved. When we
consider hundreds of thousands of cells in the network, the savings could add up to a very large number.



¢) Energy Saving

Energy costs for telecom operators can be as high as 10% of the the total operating expenditure. This is
especially true as 5G is being rolled out by operators. Even though the 5G-NR standards are more energy
efficient than its predessors (for example, energy consumption per unit of data (watt/bit) is much less for 5G
than 4G) the overall power consumption of 5G base stations can be very high. For example, a report from
Huawei indicates that 5G base stations could consume about 1.7 times more energy than their 4G counterpart.

Also, due to propagation charateristics, the new spectrum bands that are used to rollout 5G will require many
more mobile sites. As a matter of fact, 5G highly relies upon RAN densification. Along with that, with mobile
edge computing, the number of data centers would rise and computationally intense use cases would further
intensify energy usages. Thus, overall the energy consumption in mobile networks is expected to go up
significantly as 5G is rolled out. In addition to cost concerns, many operators are often required to reduce
their carbon footprint as telecom operators already account for 2 to 3 percent of total global energy demand,
as per a recent McKinsey report

All these aspects suggest that 5G operators have a huge responsibility on their shoulders to deploy
capabilities in their network to optimize energy consumption.

It is also to be noted that only less than 20% of the energy is used for information processing and movement
in mobile networks. About 80% of the energy is spent as heat loss in power amplifiers, power converters (AC
to DC), HVAC, and battery units. This is especially a waste when the network is under lighter loads, when we
can afford to shut down some of the capacity without any performance degradation, by which energy can be
conserved.

If one looks at the daily traffic patterns handled by base stations for a typical operator (which can be
obtained from multiple publications), it is fairly clear that about a third of the RAN capacity (in this context
could be measured as cell-hours, which is the total number of live cells multiplied by 24 - total hours in a day)
can be put to sleep at low load hours while ensuring sufficient coverage and capacity such that service quality
is not compromised. Note that the RAN capacity is engineered to handle the peak loads (busy hour/busy day
load in busy season).

To further look into this, we may classify cells into two categories - coverage cells and capacity cells. We keep
coverage cells on all the time, ensuring service availability. We then selectively put capacity cells to sleep or
wake them up, based on traffic.

Figure 7 illustrates the overall concept.
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Figure 7 - Energy saving opportunity by allowing cells to go to sleep under low loads



In figure 7, the capacity marked in blue to be on all the time to ensure coverage. The capacity marked green
represents the capacity of candidate cells that can be put to sleep, based on the load at a given time. The red
line shows the load profile and the shaded area above the red line in the green area represents the capacity
that can be put to sleep at various times; hence represents energy saving. Operators often implement overlay/
underlay carrier architecture. In that case, they can keep the overlay layer (presumably lower frequency
bands - represented by the blue area) on air throughout for coverage and turn off the capacity cells in
underlay layer in the shaded area ( e.g., n78 band ) as appropriate when they are unused.

As a matter of fact, some equipment vendors offer DSON (distribute SON) solutions for LTE and but many
operators have been wary of the limitations such solutions pose. Also, augmenting Al capabilities to those
solutions have been generally challenging. A detailed discussion on this topic is beyond the scope of this
paper, but it is important to note that direct translation of current LTE solutions of energy saving to 5G is not
optimal, in general. On the other hand, it is a prime candidate for RIC (Non-RT RIC assisted by Near-RT RIC)
application due to the following reasons:

1. RIC has visibility to multiple radio units, hence holistic sleep/wake-up decisions can be made.

2. Policy driven sleep/wake-up strategy makes the management of this capability easier and efficient.
Operators can quickly change sleep strategy without changing any software - just need to change
the policy specifications.

3. RIC construct provides flexibility and control to ensure that no performance degradation happens.

4. Non-RT RIC is a very effective platform for Al/ML based sleep policy creation. The sleep strategy
could be automatically adjusted without any human intervention, in an adaptive mode.

5. Coordination of other automation capabilities can be easily done as policy coordination and conflict
resolution. For example, dynamic spectrum sharing (DSS) and energy saving have conflicting goals
and coordination between them is well tractable in the policy driven RIC environment.

We can discuss many such TCO reducing applications that can be effectively implemented using RIC.

In summary, RIC provides an excellent platform for MNOs to create applications in a multi-vendor ecosystem
for their TCO reduction. STL’s modular and fully O-RAN compliant architecture enables reaping the TCO
reduction benefits of RIC for brownfield and greenfield operators with varying degrees of O-RAN adoption.

For more information, please contact Sarat Puthenpura at sarat.puthenpura@stl.tech
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