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The big picture
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The drive for business diversification has put CSPs in uncharted 
territory, chasing new digital revenue streams and cross-
industry B2B2X partnerships. Preparing for this change has 
meant fundamental transitions in telco operations. Indeed, many 
operators have taken the first steps on a path away from being a 
traditional telco. However, they are retaining their largest capital 
asset: their networks.

CSPs understandably have put much of their developmental 
focus on 5G in the radio, proving the access technology will 
work. Now they are turning their focus to building 5G access 
and core networks at scale. In doing so they are scrutinizing the 
economics of 5G operations, which puts support systems in the 
spotlight. Service assurance has become an especially hot topic 
as it sits at the nexus between network-facing operations and 
the customer-facing business.

These groups traditionally have been disconnected within CSP 
organizations, but this cannot continue if they want to deliver 
on the promises of 5G. The simultaneous maturing of cloud, 
virtualization, analytics, AI and machine learning, microservices, 
and DevOps means that all the right tools are in place to achieve 
long-held goals for assuring quality of service end to end.

5G has become synonymous with innovation, IT modernization and a huge broadening of the capabilities 
communications service providers (CSPs) can provide to their customers, especially enterprises. Reinventing the 
role of CSPs in this era requires reimagining operational and business support systems (OSS/BSS), which includes 
embracing automation and AI in service assurance. 

CX is a network topic
One of the key challenges for suppliers of service assurance 
systems lies in being able to identify proactively network 
issues that impact customer experience (CX). The notion of 
directly influencing customer service outcomes by improving 
understanding of network issues has not been an exact science, 
or at least not an accurately measurable one. 

Because of the complexity of networks and OSS, this has been 
possible only for select service examples, such as in small private 
networks. The expectation of new service assurance systems is 
that they can bring together network and service operations to 
directly equate network issues to their impact on CX.

In this time of network investment, assurance must focus not 
only on performance management and fault monitoring of 
existing infrastructure, but also on helping to optimally plan 5G 
rollouts. In an ideal world, network investments would focus on 
improving customer experience, while reducing costs and honing 
operational efficiency, and any improvements in the network 
should be easily measured in tangible benefits.
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In the real world, however, layers of complexities prevent CSPs 
from precisely identifying network events relevant to specific 
customer experience KPIs. In the 5G era it should become 
possible for operators to filter the pertinent information from the 
noise, understand the consequences and take action to optimize 
operations, all in a highly automated fashion.

Read this report to understand:
n Why data is critical for service assurance and how 

orchestration relies on it
n Why assurance is especially important in  

5G networks
n What CSPs should look for in evaluating service  

assurance systems
n How standards such as the TM Forum Open APIs and  

the Open Digital Architecture guard against data silos
n Why assurance must be proactive
n How assurance can improve CX
n Why fulfillment and assurance go hand in hand, and  

why they require a “single source of truth”
n The role for automation, AI and machine learning in  

service assurance

https://www.tmforum.org/open-apis/
https://www.tmforum.org/oda/
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Creating service-level 
insights from the noise 
of network data

Section 1
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The role of analytics in this endeavor is clear: Number 
crunching algorithms are designed to convert quantitative 
data into qualitative data and processes, acting in a distributed 
manner in the components of the OSS architecture. It is also 
important to bring those insights together in a centralized 
way to provide intelligence for orchestrated master control.

New & old will coexist
The traditional role of service assurance is network-facing 
in that it monitors and manages data sources from network 
and element management systems and network probes 
in physical networks. In many cases CSPs use several 
assurance systems from vendors associated with different 
network domains, business units and data sources.

Highly virtualized hybrid network architectures associated with 
5G will not replace existing networks any time soon, so the two 
will live alongside each other as operators try to fully realize the 
return on their previous investments. So, in effect 5G is adding 
more noise to the data that is passed into assurance systems and 
is not removing the existing data sources.  

One of the central tenets of modern, analytics-driven operational and business support systems (OSS/
BSS) is that communications service providers (CSPs) should be able to cut through the sheer volume of 
data to find the important information that relates to specific service quality metrics. In its position in the 
stack, service assurance can act as an abstraction layer collecting network data from below and translating 
KPIs into service-centric language for use throughout IT operations. As such, OSS can trigger automated 
workflows to achieve optimization in a service-aware way. While many companies have pursued this line 
of thinking, the reality of modern operations is that there is still some way to go to cross-correlate network 
operations data feeds into meaningful service-centric insights.

Any new assurance system must have the ability to handle 
all these disparate inputs and still create a uniform type of 
actionable insight for each generation of technology.

Taiwan Mobile is a good example of a CSP benefitting from 
service assurance transformation. As part of a multi-stage 
effort, the company is deploying end-to-end network and 
service assurance solutions to gain better insights into 
network problems by looking at their root causes and impact 
on customer experience. This helped to consolidate Taiwan 
Mobile’s 2G/3G/4G and fixed network OSS, which includes 
probing data sources to build a centralized OSS data lake. The 
company has transformed standalone, siloed applications into 
an open telco OSS framework with consolidated umbrella 
applications which share data through TM Forum Open APIs.

Read the full case study:

https://inform.tmforum.org/casestudy/taiwan-mobile-transforms-its-oss-with-an-ai-ecosystem/
https://www.tmforum.org/open-apis/
https://inform.tmforum.org/casestudy/taiwan-mobile-transforms-its-oss-with-an-ai-ecosystem/
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Cross-correlating service quality
While traditional assurance systems monitor the slew of network 
feeds for obvious faults or alarms, the current generation creates 
insights by identifying patterns in the data which may signify less 
obvious inefficiencies. In the 5G era this must be taken a step 
further so that service assurance can simultaneously monitor 
KPIs for network and customer service quality in real time.

Cross-correlating these two data sets in a contextual manner 
leads to the creation of operational insights that are incredibly 
useful from a network, service and customer point of view. 
As CSPs have invested heavily over the last decade in data 
infrastructure, they already have petabytes of historical data 
from the network, devices and customers (including usage and 
billing data) from which to generate highly granular insights.

Achieving this, however, is one of the truly challenging 
transformational leaps for vendors and operators. Vast amounts 
of data must be processed in real time, and generating useful 
insights relies on an extremely agile data model and database 
architecture that is adaptable to the many disparate inputs 
and scenarios. CSPs are increasingly concerned about the 
granular details of software development and have more 
stringent requirements on the way data models in vendors’ 
solutions interact with upstream automation in OSS/BSS.

Orchestration relies on accurate data
One of the key upstream interfaces for the new breed 
of assurance systems is the service orchestrator. The 
concept of service orchestration supporting all tasks in 
the OSS relies on an assurance solution that can generate 
high-quality data to be used in the fulfillment of new 
services and in altering current service orders. High levels 
of automation result from service orchestration, but 

automation can be derailed easily if the data the orchestrator 
receives from other OSS such as assurance is bad. 

In moving away from a siloed approach to gathering 
network data, CSPs are implementing a horizontal, 
platform-based approach to assurance that relies on 
analytics and ingesting and aggregating data from 
many sources in a multi-vendor environment. 

TM Forum, 2021

NOC/SOC Orchestration Analytics

Service operations management layer

Analytics layer (AI/ML)

Data acquisition layer

Various network 
data sources Telemetry, syslogs Probes
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This means that the bottom layer will focus on data acquisition 
from different network domains (core, transport, access, data 
plane, customer site, etc.) where it can curate and cleanse data. 

This data will be from several sources within those domains, 
such as telemetry, syslogs, probes, and various test and sensor 
data, all of which needs to be harmonized as it is sent up 
to the network operations layer. It is essential at this stage 
that contextual data relationships are preserved so that a 
cross-domain, end-to-end service view is maintained. 

Above that, the analytics layer starts to convert these pieces 
of network data into formats that are easily ingested by 
systems in the service operations ecosystem. Ultimately the 
service operations management layer provides insights and 
actions from the application, where it can interface with other 
northbound OSS through standardized APIs. The data exposed 
to the OSS should be in a standardized form that interoperates 
easily with the CSP’s service orchestrators, the network or 
service operations center, and other analytics platforms.

We’ll discuss this more in the next section as we address 
service assurance requirements in 5G networks. 

In moving away from a siloed approach to 
gathering network data, CSPs are implementing 
a horizontal, platform-based approach to 
assurance that relies on analytics.

“

”
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5G operations – Complex 
but predictable

Section 2
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Standalone 5G networks are operationally complex because the 
core is based on cloud native, containerized architectures that 
will be orchestrated by Kubernetes or similar platforms. Cloud-
native communications networks are significantly more complex 
than traditional physical, and even current virtualized networks.

That said, the international effort that is going into 
building standards and defining 5G operational systems 
surpasses any previous collaborative effort. This combined 
with the very IT-centric nature of cloud native control 
environments means that theoretically there should be 
fewer major anomalies and unpredictable faults.

Deployment of 5G is different from previous generational changes because it is happening in distinct phases. 
Non-standalone 5G came first, marrying new radio access network (RAN) capabilities with the existing 
LTE packet core network and utilizing many existing operational and business support systems (OSS/BSS). 
Standalone 5G, which is just getting underway, includes a new 5G core and orchestrated OSS/BSS designed 
for purpose. These changes allow communications service providers (CSPs) to create exciting new enterprise 
services (and revenue streams) that leverage features such as very low latency and high availability.  

A containerized network orchestration layer houses all the 
container network functions, so in establishing these tight 
orchestration rules, the whole network architecture can be 
redefined at will to match the needs of service requirements 
and quality of service (QoS). Data feeds flowing from network 
operations into assurance systems may contain vast amounts 
of data, but containerized networks should be significantly 
less unpredictable than physical legacy networks.

Standalone 5G networks are 
operationally complex because the
core is based on cloud native, 
containerized architectures.

“

”

https://www.3gpp.org/release-15
https://www.3gpp.org/release-16
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Targeting B2B
For the first time, the majority of new revenue opportunities 
for CSPs are on the B2B side of their business, as 
enterprises increasingly demand non-traditional connectivity 
services to innovate and drive digital transformation 
in their own industries. The graphic (opposite) shows 
the types of use cases that are possible with 5G.

To deliver many of these services, CSPs will need to 
participate in unfamiliar value chains with customers who 
have high expectations. One manager of network strategy 
at a European mobile operator interviewed for this report 
calls this “an exercise in becoming exactly like your customer, 
but with a global SDN [software-defined network].”

This illustrates the point that 5G is more than just a supercharged 
RAN. It is a holistic ecosystem that includes the network, 
OSS, BSS and customers’ systems. Each of these ecosystem 
components must be fit for purpose in order for CSPs to 
effectively manage and monetize features such as network slicing.

This is the main driver for marrying network and service 
operations with service assurance. As an example of this 
joined-up thinking, Mobily announced in January that it 
has successfully piloted 4G and 5G fixed wireless access 
(FWA) network slicing on its live commercial network. 

The ongoing pilot in the Saudi Arabian capital city of 
Riyadh is taking place in a multi-vendor environment 
and includes sliced access, transport and core networks 
with management and assurance capabilities. 

What are the use cases for 5G?

TM Forum, 2020 (based on ITU graphic)

Self-driving car

Voice

Smart city cameras

Enhanced mobile broadband (eMBB)
Capacity enhancement

Low latency

Ultra-high reliability & low latency 
communications (URLLC)

Massive machine-type 
communications (mMTC)
Massive IoT connectivity

Sensor 
networks

Mission-critical broadband

Industrial & vehicular automation

Augmented reality

Work & play in the cloud

3D video - 4K screens

Gigabytes in a second

TM Forum, 2021

What are the use cases for 5G?

https://www.globenewswire.com/news-release/2021/01/20/2161195/0/en/Nokia-and-Mobily-pilot-world-s-first-4G-and-5G-Fixed-Wireless-Access-network-slicing.html
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What’s needed for assurance?
In evaluating 5G service assurance systems, CSPs 
should look for the following characteristics:

Cloud native – systems should be purpose built 
to work in a cloud native platform model to 
give operators the agility needed to easily scale 
deployments up and down in response to demand 
from customers. A cloud model also easily allows for 
DevOps methodologies, microservice architectures 
and continuous integration and delivery (CI/CD).

Centralized data – most CSPs have different assurance 
systems or tools for performance management, fault 
monitoring, alarm management, trouble ticketing, 
probe monitoring, etc. Indeed, it is not uncommon 
for a single network operator to have multiple silos 
of each type of tool. “Swivel chair” operations with 
multiple user interfaces promote disjointed manual 
processes, so operators should look for systems 
that can eliminate silos and centralize data. 

Uses AI – AI and machine learning should be embedded 
into software systems to provide intelligent, contextual 
analytics at scale. Building the right kind of workflow 
from a variety of complex data sources requires human-
like decision making that basic policy cannot match. 

Real-time – systems should be able to build an end-to-
end, real-time view of all service-specific data. This is 
a classic telecoms problem that has been again under 
the spotlight in recent years as cost-saving initiatives 
and the drive to operational efficiency were catalyzed 
by network virtualization. CSPs need to move from 

For more about enterprise 
5G and the role CSPs can 
play, read this report:

being network-centric to a more service-centric model. 
A service quality approach from the service assurance 
function will organically drive this cultural change. 

Predictive – algorithms that can make predictions in 
advance of any impact on customers are now genuinely 
achievable. Root cause analysis remediation routines can 
be then engaged ahead of any customer affecting fault.

Based on standards – as all the above relies on 
a multi-vendor ecosystem, it is essential that 
interoperability and data sharing is optimal among 
systems. The TM Forum Open Digital Architecture 
(ODA) and Open APIs can help CSPs manage 
service assurance end to end (see panel).

From reactive to predictive
Most CSPs keep a keen eye on their Net Promoter Score (NPS) 
and other metrics to understand how they are performing 
in the opinion of their customers. They also collectively 
spend billions of dollars annually on software and third-
party services to improve handling of customer interactions 
across all channels. This is, of course, a retroactive approach 
to understanding customer experience and satisfaction.

A better, proactive approach to assurance is addressing 
problems before customers are even aware of them. The shift 
in customer care from reactive to predictive is being mirrored 
in assurance as part of the real-time view of all network assets 
and environments across legacy and virtualized hardware.

https://inform.tmforum.org/research-reports/enterprise-5g-the-role-of-the-telco/
https://www.tmforum.org/oda/
https://www.tmforum.org/oda/
https://www.tmforum.org/open-apis/
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Intelligent, end-to-end operations rely heavily on CSPs not 
hiding mission-critical data in siloed databases where automated 
workflows cannot interrogate, extract or alter it. The TM Forum 
Open Digital Architecture (ODA) uses an architectural framework, 
common language and design principles to help with this. 

The ODA, which is part of the Open Digital Framework (see page 
34), defines standardized, interoperable software components 
organized into loosely coupled domains. These components expose 
business services through Open APIs built on a common data model. 
Importantly, ODA provides machine-readable assets and software 
code, including a reference implementation and test environment.

CSPs have led development of the architecture to reduce the time it takes 
to create new services from many months to just days or even hours. Today 
it typically takes about 18 months for CSPs to develop and monetize new 
services because of requirements to build connections many times over 
between customer management, service management, and ordering and 
billing systems across several lines of business. TM Forum members refer 
to these as systems of engagement, record and insight rather than OSS/
BSS. The graphic below illustrates the functional architecture of the ODA.

How to guard against silos of 5G data

TM Forum, 2021

Read this report 
to learn more 
about ODA and 
Open APIs:

https://www.tmforum.org/oda/
https://www.tmforum.org/oda/
https://inform.tmforum.org/research-reports/how-to-lead-in-the-open-api-economy/
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Ongoing closed loop analysis of granular data allows the 
surprisingly accurate prediction of traffic spikes and congestion, 
and even the prediction of a failing piece of network equipment. 
Proactively modelling the effects of future network failures 
within assurance systems allows CSPs not only to predict the 
event, but also measure its severity and take actions to ensure 
that any exposed services are not dropped as a result. 

We’ll discuss “closing the loop” more in the next section.
Rather than passively experiencing an outage and waiting for 
customers to complain, service assurance systems should help 
CSPs proactively address problems in one of three ways:

n With predictive assurance, the assurance solution deals 
with a fault before it occurs. The customer remains unaware 
that anything happened, which means that customer 
satisfaction is unaffected and over time should improve.

n If service-affecting failures are unavoidable (for example, 
in the case of failing customer premises equipment), the 
service assurance solution can trigger customer care 
systems to start notifying and resolving the issue with 
the customer, in line with their service level agreement. 

n If a network fault has occurred and the CSP is unaware of 
its effect on customer service, it should be possible when a 
complaint is made to use service assurance to perform rapid 
root-cause analysis to discover the relationship between a 
specific fault and the service outage. The assurance solution 
can then send all the pertinent information about the time of 
the expected resolution to a customer service representative 
or directly to the customer via their preferred channel. This is 
the least desirable action but better than ignoring the fault.

Improving CX
This kind of proactive behavior can have a hugely positive 
effect on NPS. To achieve it, the assurance solution must rely 
on analytics to build tight, cross-correlated models for network 
and service data. The data is already there for all operators; it 
just needs to be processed intelligently and packaged to create 
helpful workflows. Doing this well will separate successful and 
unsuccessful vendors of assurance solutions going forward. 

Vodafone, for example, is undergoing digital transformation to 
provide customer care agents with a 360 -degree view via a single 
platform. This has enabled the company to decommission 24 
customer- facing systems that agents previously had to consult in a 
swivel-chair manner. The challenge of navigating across the legacy 
apps was compounded by complex service management processes 
that resulted in unhappy customers and a high cost to serve them.

Now, Vodafone has a single platform with native event 
correlation. This has led to a 45% reduction in the cost 
to serve customers, a 45% increase in agent productivity 
and a 25% increase in customer satisfaction. 

“Before digital transformation, Vodafone was a collection 
of systems,” says the CSP’s Head of Digital Experience. “It 
was a really complex environment…a customer would know 
about a problem before we would. Our agents now have one 
application that helps them provide excellent service.”

In the next section we’ll look at the steps CSPs 
are taking to automate service assurance.
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Moving towards  
zero-touch operations  
& management

Section 3
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TM Forum members collaborating in the Autonomous Networks 
Project have identified six stages of advancement towards 
fully autonomous networks and operations. Most CSPs’ service 
assurance systems are operating at Level 2 with some still at 
Level 1, meaning there is a great deal of work yet to do. 

Progressing towards full automation requires merging service 
fulfillment and assurance, which until now have been separate 
disciplines. Digital transformation and the introduction of 
network functions virtualization (NFV) have promoted a new 
way of thinking about the interactions of central operations 
functions. Virtualized networks and software-defined 
networking (SDN) can help CSPs reduce OpEx and increase 
agility, but these gains are possible only if cultural change in 
the structuring of departments and processes is addressed.

As such, it is becoming more common to see OSS job titles 
such as "Service Fulfillment and Assurance Manager". This 
illustrates internal commitment within CSPs’ organizations to 
“closing the loop” on complex OSS processes (see page 18).

With simultaneous transformations including adoption of cloud, virtualization, microservices and 
autonomous networks happening simultaneously across the telecommunications industry, shortcomings 
in the way companies think about software stacks based on legacy operational and business support 
systems (OSS/BSS) are evident. However, suddenly abandoning traditional methodologies will not happen 
right away. Instead, CSPs will move toward fully automated end-to-end orchestration of 5G services in 
incremental steps.

TM Forum, 2021

5G forces automation

Fully autonomous network 
The system possesses closed-loop automation capabilities across multiple services, 
multiple domains (including partners' domains) and the entire lifecycle

Highly autonomous network
In a more complicated, cross-domain environment, the system enables
decision-making based on predictive analysis or active closed-loop
management of service-driven and customer experience-driven networks

Conditional autonomous network
The system senses real-time environmental changes and in certain
network domains will optimize and adjust itself to the external
environment in order to enable intent-based, closed-loop management

Partial autonomous network
The system enables closed-loop operations and maintenance for specific
units based on AI modelling under certain external environments

Assisted operations and maintenance
The system executes a specific, repetitive subtask based on
pre-configuration in order to increase execution efficiency

Manual operations and maintenance
The system delivers assisted monitoring capabilities, but all
dynamic tasks must be executed manually

LEVEL 5

LEVEL 4

LEVEL 3

LEVEL 2

LEVEL 1

LEVEL 0

https://www.tmforum.org/themes/?active=autonomous-networks-the-edge
https://www.tmforum.org/themes/?active=autonomous-networks-the-edge
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In simple terms, closing the loop means collecting 
and analyzing data to figure out how networks can be 
optimized, and then implementing those changes in 
an automated way. This is a critical step toward fully 
autonomous networks that rely on AI. Theoretically, 
bringing fulfillment and assurance together is 
also a simple concept, but redesigning these core 
processes within working systems has been a 
classic stumbling block for digital transformation.

Many of the advancements in this area lie in 
using orchestrators to enable intent-based, end-
to-end management. This approach abstracts 
the complexity of the network at a high level 
and then uses a customer’s intent along with 
policy, machine learning and AI to manage it. 
  
It should be possible to orchestrate a network solution 
to match the intent and then constantly monitor 
the solution in real-time using assurance. Constant 
monitoring then organically optimizes how the service 
is delivered in real-time within the closed loop system.

Implementing this closed loop at several levels 
within the architecture would then allow CSPs to 
constantly manage, optimize and remediate issues. 
TM Forum members are developing architectures 
and best practices for closed loop operations 
as part of several collaboration projects and 

Catalyst proofs of concept. The graphic opposite 
illustrates the concept as explained in a recent 
white paper about autonomous networks.

 A recent Catalyst project called Agile and automated 
digital enterprises, which was championed by BT 
and Verizon, demonstrated intent-based service 
management, showing how a CSP could provide a 
managed digital workplace solution that included 
software-defined wide area networking (SD-
WAN) and unified communications provided by 
a partner. In this case, the CSP offered multiple 
meeting solutions like Zoom to customers using 
service abstraction and APIs. The CSP did this by 
mapping meeting product offers to an abstracted 
meeting service definition, agnostic of supplier 
which meant that the product and offer definitions 
were not impacted each time a new meeting 
solution was added, modified or swapped out.

Why do telcos need to close the loop?

Layers and closed loops of autonomous networks

TM Forum, 2020
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Read the white paper: 
Watch the video to learn more 
about the Catalyst:

TM Forum, 2021

https://inform.tmforum.org/category/catalyst/
https://inform.tmforum.org/research-reports/autonomous-networks-empowering-digital-transformation-for-smart-societies-and-industries/
https://inform.tmforum.org/research-reports/autonomous-networks-empowering-digital-transformation-for-smart-societies-and-industries/
https://inform.tmforum.org/catalyst/2020/09/delivering-on-the-agile-and-automated-enterprise/
https://inform.tmforum.org/catalyst/2020/09/delivering-on-the-agile-and-automated-enterprise/
https://inform.tmforum.org/research-reports/autonomous-networks-empowering-digital-transformation-for-smart-societies-and-industries/
https://iframe.dacast.com/b/168512/p/271788


19

A single source of truth
Successfully closing the loop relies heavily on alignment 
of systems in a multivendor environment, and on the 
quality and synchronization of the data which is stored 
in disparate databases. Service fulfillment processes for 
provisioning new orders often refer to network inventory 
data to make logical and physical allocations for new 
services. Traditionally these inventory databases were 
synchronized with the live network data sporadically.

But in the era of virtualization, it has become more important 
for inventory to reflect a real-time, live view of the network. 
In tightening this link between fulfillment systems and the 
assurance view of multiple network domains, the need for a 
“single source of truth” has become more important than ever.

CSPs often employ data quality teams whose job it is to 
constantly validate the information stored in network inventory 
databases. This work, which is accelerating as operators adopt 
DevOps practices, has taught the industry many lessons about 
the importance of version control in systems of record. This 
applies to records for any kind of operational issue, from asset 
and connection inventories, to service/product catalogs and 
customer premises equipment logs. Fixing fragmented data 
storage and retrieval can be costly and time-consuming.

The relationship between a live view of network 
topology (coming from various network and element 
management systems, probes, NFV management systems, 
and other sources) and the data stored in network 
inventory systems is still a pain point for operators. 

The single source of truth becomes critical to avoiding 
order fallout and manual intervention during the 
ordering process, as the order management software 
goes through the actions of order decomposition 
following the successful validation or the order.

Resource monitoring and topology data in assurance systems 
and in the network provide key information (device states, 
equipment availability, cluster configuration, redundancy 
routing, alarm data, etc.) which is pertinent to the concept of 
a real-time active inventory. Assurance must support virtual, 
logical and physical resources equally well in representing the 
network. This should also apply across legacy networks as well 
as next-generation software-defined networks in the 5G realm.

The challenge in virtualized networks is keeping network 
information up to date since virtualized functions are 
constantly changing. So, functions such as probe systems 
can poll the network to retrieve a real-time network topology 
view, including virtualized functions, which should then 
be instantly reflected in the service assurance system. 

In the era of virtualization, it has 
become more important for inventory 
to reflect a real-time, live view 
of the network.

“

”

https://inform.tmforum.org/tag/devops/
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This allows the entire operations ecosystem to utilize any 
network topology information as outages occur to drive 
the resolution of outages and manage communication 
with customers through service assurance workflows.

Catalogs & inventories
Several evolutionary changes in service fulfillment 
since the introduction of NFV and SDN are outlined 
below. Each has implications for service lifecycle 
management, meaning the advancement of service orders 
from instantiation through to decommissioning:

n Centralized product and service catalogs have become a 
popular way for service fulfillment to address automation 
problems and drive data quality goals. Catalogs have been 
“centralized” by becoming a single, detailed reference point 
for all products and services offered by the company.

n Service orchestration has become the master 
control process for order management down 
through provisioning and activation.

n Network inventories have become ‘dynamic’ to 
accommodate hybrid virtualized network environments.

n Inventories have also attempted to draw together 
physical, logical and virtual network records to 
create a holistic view of the network to better inform 
ordering, provisioning, planning and optimization.

In the process of fulfilling a digital customer service, the service 
orchestrator will run a workflow through several OSS to activate 
the service. For more complicated hybrid cases involving 
legacy inventory systems and activation of physical network 
components, service assurance data becomes essential for 

successfully fulfilling the service without the order dropping 
out of the automated workflow and entering a manual work 
queue for operations staff to activate. Consequently, real-time 
network topology data, performance data and other network-
related insights can be used in conjunction with inventory to 
maximize the efficiency of all service lifecycle activities.

From months to days
BT recently used the TM Forum Catalyst Program to 
develop a solution for consolidating network inventory 
systems, resulting in significant operational savings and 
a reduction in the amount of time it takes to onboard 
network components from 18 months to just days.

The company began a project in 2017 to consolidate network 
inventory systems and digitize business processes in order to 
introduce automation and improve customer experience. A 
key objective was to consolidate different types of network 
inventory – physical, logical and virtual – into a single system 
to ensure data integrity. BT calls the consolidated system 
SRIMS (Single Resource Inventory Management System).

This has helped the company save millions in 
CapEx through network asset reconciliation and in 
OpEx by reducing software licensing fees.
In the next section, we’ll look more closely at how 
CSPs intend to use AI to improve assurance.

In the next section, we'll look more at the 
role for AI in service assurance.

Read the full BT case study:

https://www.tmforum.org/collaboration/catalyst-program/what-is-a-catalyst/
https://inform.tmforum.org/casestudy/tm-forum-catalyst-program-helps-bt-save-millions-by-consolidating-network-inventory/
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The role for AI & machine 
learning in 5G service 
assurance

Section 4
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As communications service providers (CSPs) move towards automated orchestration of 5G services, they 
will retain separate fulfillment and assurance processes along with many other legacy processes. However, 
establishing a strong overlay in functionality and interoperability is essential to work toward full automation.

Many support system suppliers have been adopting machine 
learning and AI over the last five years, eliminating repeatable 
manual tasks and replacing them with programmed tasks 
automated with software. Assurance has been one of the 
hotspots within operational support systems (OSS), where the 
benefits of AI and machine learning are pronounced in real-time 
performance analysis, contextual analysis for service quality 
optimization and pattern analysis for predictive fault detection.

Many complex return-on-investment models for 5G operations 
have scoped the effectiveness of using AI and machine learning 
to manage the costs of 5G at scale and have included that 
reasoning in the model. Essentially CSPs are interested in the 
positive impact these technologies can have on various business 
metrics, and ultimately the bottom line. For example, fewer 
service issues and network interruptions should cut the customer 
churn rate, truck rolls, mean time to repair, network queries into 
contact centers and mean cost to repair.

Bringing together multiple data sources provides a real-time and 
accurate view of the interrelation between physical, virtual and 
logical elements. In doing this, it is possible to provide a much 
wider topological view for end-to-end service awareness. This is 
something that leading fulfillment vendors have been trying to 
achieve in network inventory at the request of CSPs for many 
years. The latest versions of their logical network inventories 
include physical and field asset records. 

Dynamic automation
The manual tasks associated with performance, fault monitoring, 
alarms, etc., require highly skilled staff to analyze the data 
because the right decision is often contextual and dynamic. 
From this point of view, rules-based decision making lacks the 
awareness that AI and machine learning can bring, especially in 
the context of services provided to customers. 

It is, however, something that is being addressed with investment 
from CSPs and vendors. According to research from Omdia, 
nearly 80% of service providers see the use of AI and analytics, 
when it comes to the automation of network activities, as an 
“important” or “very important” IT project for 2021. Nearly 60% 
of them are planning to increase investment in AI tools.

https://omdia.tech.informa.com/OM016204/Telco-AI-investment-starts-to-pick-up-but-what-does-this-mean-for-automation
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TM Forum’s recent research also finds increasing use of AI in 
operations (AIOps), although it is still a relatively small proportion 
of IT spending. CSPs are bullish, however, about the long-term 
prospects for fully autonomous networks, with more than half 
believing their companies will deploy them within a decade.

AIOps Catalyst teams develop use cases 
The winners of two Catalyst awards at TM Forum Action 
Week in February have been using AI to automate planning, 
constructing, operating and maintaining their networks. Their 
work is providing the foundation for some of the Forum’s 
collaboration projects focusing on automation and AI.

The AIOps autonomous service assurance project demonstrates 
how AI can drive and transform network service assurance 
by building predictive, closed loop processes. The team 
demonstrated six use cases including customer experience 
assurance, fault prediction for multiple types of network 
technology including 5G, autonomous control desk and 
NFV service assurance. Champions of the project include 
China Telecom, Cosmote, LG U+, HKT (PCCW Global), Smart 
Communications and TIM.

According to the team, the biggest challenges lie in how 
to combine different use cases, technologies, contexts and 
solutions, and how to orchestrate them together to ensure 
consistency. They relied on the AIOps Service Management 
Framework which has been developed by TM Forum members 
to prepare IT operations to operate AI at scale and eventually 
become fully autonomous.

Percentage of CSPs’ IT spending 
on AIOps in next three years

TM Forum, 2020

47%

12%

6%

35%

Less than 10%

About 25%

Roughly 50%

Will CSPs deploy large-scale, 
fully autonomous networks run 

by AI within 10 years?

TM Forum, 2020

26%

9%

9%

56%

Yes, definitely

Possible but not likely

Maybe but doubtful

No
Read this report to learn 
more about AIOps:

https://www.tmforum.org/collaboration/catalyst-program/what-is-a-catalyst/
https://aw.tmforum.org/
https://aw.tmforum.org/
https://www.tmforum.org/catalysts/aiops-autonomous-service-assurance/https:/www.tmforum.org/catalysts/aiops-autonomous-service-assurance/
https://www.tmforum.org/resources/whitepapers/ai-operations-a-practical-framework-for-ai-driven-operations-in-the-telecom-industry/
https://www.tmforum.org/resources/whitepapers/ai-operations-a-practical-framework-for-ai-driven-operations-in-the-telecom-industry/
https://podcastaddict.com/podcast/2975145
https://inform.tmforum.org/research-reports/ai-ops-from-automation-to-autonomous-networks/
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The AI empowered 5G intelligent operations project demonstrates 
how to use AI to boost efficiency; improve customer experience 
and energy consumption; and reduce OpEx. China Mobile, one 
of the founders of the TM Forum Autonomous Networks (AN) 
Project, is the champion of the proof of concept.
The project is important because it demonstrates how to use AI 
in a controlled way to maintain a live, commercial network – in 
this case, China Mobile’s. In addition, the team was instrumental 
in creating two TM Forum white papers about autonomous 
networks.

“The biggest success of the first phase of the Catalyst is 
practicing the application of AI in the real network and for 
network planning,” said Yao Yuan, Project Manager at China 
Mobile and leader of the Catalyst project. “It has given us a 
chance to better understand AI and helped us figure out models. 
AI is a great but not an easy technology, and sometimes training 
the AI is as difficult as raising a baby.”

To find out more about TM Forum’s work on AIOps, please 
contact Aaron Boasman-Patel.

AI-powered assurance
AI needs to perform human-like reasoning in the case of service 
assurance to achieve more contextual decision making, at speed 
and at scale. For example: 

n Patterns in alarm detection – AI and machine learning 
can be used together to learn from network events, alarm 
patterns and resolutions to automatically relate those events 
against previous similar scenarios to identify root causes for 
network and service outages. Machine learning can then 
establish a log of best practice actions for similar future 

events. The system is self-improving and dynamic: As more 
data is analyzed, automation levels increase. 

n Understanding what’s normal – assurance analyzes 
performance data in the data acquisition layer creating a 
view of “normal” performance deviations. If access and 
transport networks are constantly showing some sort of 
congestion, AI and machine learning can build a more 
dynamic view of which threshold KPIs are anomalous and 
must be acted upon versus which are expected and will 
return to normal if left alone. 

n Optimization & remediation – based on pattern analysis 
or from the autopsy of a catastrophic failure, it should be 
possible for AI to trigger workflows into the network or 
service operations center to suggest the optimal fix for the 
failure. Assurance may even need to trigger a workflow 
into a system for network planning and optimization, which 
will bring about a more systemic procedural change in 
operations.

n Cross-domain auto-discovery – AI should be able to 
automate the discovery of network topology relationships 
across different network domains without requiring topology 
information.

In the next section, we offer recommendations to help CSPs 
advance service assurance in the 5G era.

Watch the videos to learn more 
about the Catalyst projects:

https://www.tmforum.org/catalysts/ai-empowered-5g-intelligent-operations/
https://www.tmforum.org/resources/whitepapers/autonomous-networks-empowering-digital-transformation-for-smart-societies-and-industries/
https://inform.tmforum.org/autonomous-networks-and-the-edge/2020/10/using-ai-to-empower-5g-with-intelligent-networks-and-operations/?_ga=2.253584137.1662565059.1612206766-145660953.1568210415
mailto:aboasman%40tmforum.org?subject=
https://video.ibm.com/embed/recorded/127896570
https://video.ibm.com/embed/recorded/128419591
https://video.ibm.com/embed/recorded/128419591
https://video.ibm.com/embed/recorded/127896570
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Make it happen – Strategies 
for service assurance in a  
5G world

Section 5
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Think cloud native 
CSPs and their suppliers often have a hard time 
pinning down which new service models will be the big 
tickets to revenue in the 5G era. But if operators adopt 
cloud native systems, they don’t have to guess. They 
can use agile operational infrastructure to quickly pivot 
whenever an opportunity arises.  

Merge networks & IT
Service and network operations should be combined, 
and this merger should be reinforced in process design 
and internal roles within the company to get the most 
from the shift to cloud native systems and software-
defined networking. This includes adopting DevOps 
practices, continuous integration and delivery, and 
microservice architectures to provide agility in both the 
business and network. The most progressive assurance 
systems embrace this approach.

Embrace automation
5G operations demand as close to full automation 
as possible. Interoperability and maximum data 
exposure are key to ensuring the end-to-end service 
management that will be needed for features like 5G 
network slicing. This means that assurance can no 
longer exist in isolation. Assurance systems should 
be able to acquire data of all types without manual 
intervention and interact seamlessly in workflows. This 
is important now, and it will be essential for assuring 
QoS in 5G networks.

Improve data quality 
Evolving the connection between assurance and 
fulfillment is an opportunity to tackle a classic 
problem in telco operations data quality. Granular, 
live network data can be used to organically audit 
network inventory shortcomings within the closed loop 
concept.

As communications service providers (CSPs) transform their networks and operations, the demands on service 
assurance systems are changing. While the systems must be able to handle the same tasks as before, the 
deployment of 5G demands new capabilities to supercharge operators’ ability to deliver new digital services in 
a wide variety of markets. Following are steps operators should take to transform service assurance:
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Look for new suppliers
Most spending on service assurance over the last 
decade has been with a relatively small number of 
vendors. Large deals with incumbent suppliers mean 
that assurance is often part of a larger bundle. This is 
changing as vendors from other areas of IT are showing 
that their knowledge of cloud, VM infrastructure, 
workflow management, database management, and 
AI and machine learning are absolutely relevant to 
modern CSP operations. 

Focus on standards
Digital operations are highly reliant on APIs in the 
network and OSS/BSS. CSPs rightly specify in requests 
for information and proposal that vendors should 
comply with industry standards including  
TM Forum’s Open APIs. Standards are especially 
important in assuring services end to end across 
partners’ boundaries. To learn more about TM Forum’s 
Open APIs and the Open Digital Architecture,  
please contact George Glass.

Standards are especially important 
in assuring services end to end 
across partners’ boundaries.

“

”

https://www.tmforum.org/open-apis/
mailto:wgglass%40tmforum.org?subject=
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Digital experience expectations have drastically evolved 
over the past few years.

It’s now standard practice for ecommerce companies to 
proactively notify customers if there are service issues 
with orders—such as shipping delays—and how the 
issues will be resolved. That same consumer-like service 
experiences are expected of communications service 
providers (CSPs), and they are under significant pressure 
to deliver or be pushed even further down the value 
chain. 

Ideally, a CSP needs to proactively identify service 
issues before or when they happen by predicting certain 
patterns on the network and proactively finding a 
remediation path using automation or machine learning 
(ML) and artificial intelligence (AI). Keeping humans in 
the loop throughout the entire process is key; Care and 
network teams need to understand what’s happening 
on the network in order to support resolution, and 
customers need proactive communication about the 
impact and resolution process. This type of proactive 
service experience helps CSPs make big strides towards 
improving net promoter scores (NPS) and customer 
satisfaction scores (CSAT).

Automating service assurance using industry standards
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So why hasn’t the telecommunications industry been able 
to be proactive?

If you look under the hood in any network operations 
center (NOC), you will likely find an assortment of 
network management tools that have been installed for 
years, if not decades. Before next-gen services were 
born, these tools worked well for fault and performance 
management, as well as root cause analysis, within 
specific domains. 

In today’s competitive landscape—with new assets 
entering the mix and with increasingly complex 
networks—this approach no longer works for a myriad 
of reasons, but primarily because siloed legacy systems 
cannot deliver end-to-end visibility of all elements across 
the customer, employee, and partner ecosystem. With 5G 
and SDN starting to take center stage, there is a need for 
more modernized, unified approach to service assurance. 
One that delivers end-to-end visibility of the entire 
telecom ecosystem, including physical, logical, and virtual 
layers. 

Yet CSPs still struggle to bring the old and new worlds of 
network resources together in order to deliver proactive 
experiences and automate service assurance.

How ServiceNow leverages TM Forum alarm management API to deliver proactive 
service experiences.

Rising expectations for proactive  
digital experiences

It’s time to redefine service assurance
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Automating service assurance using industry standards

Five reasons why proactive service 
experience is difficult to achieve

The ecosystem of a CSP is massive and will only continue 
to grow in complexity as networks evolve. ServiceNow 
has observed five key issues why CSPs struggle to deliver 
proactive experiences today.

1. Inability to map resource to customer. CSPs struggle to 
map what is happening on a network to the impacted 
customer because they do not have the customer or 
service context. As a result, the CSP cannot notify the 
affected customer(s). 

2. Heterogenous networks. Multiple different 
heterogeneous networks are becoming more common. 
The complexity of these networks and topology makes 
the resource mapping even more challenging. 

3. Myriad of monitoring tools. Heterogenous networks 
come with a set of different monitoring tools that exist 
in various network environments, making it difficult for 
CSPs to correlate and link events together. 

4. Lack of orchestration and workflow. Different 
organizations and teams need to work seamlessly to 
resolve an incident. With so many different network 
monitoring tools, it becomes increasingly difficult 
to enable orchestration across all the different tools 
and different organizations to provide a seamless 
experience. 

5. Growing ecosystem will amplify complexity. The shift 
to proactive service experience will get more amplified 
with the introduction of 5G and SDN, especially when 
it comes to network slicing. Identifying how service 
level agreements (SLAs) are impacted, who are the 
customers impacted, how to notify them, and how to 
remediate those services and impacted resources all 
pose significant challenges as networks evolve.

Network teams know all too well that when an event 
comes in, it causes a flurry of activity to happen across 
different tools and different domains. Network teams 
need the ability to provide cross-domain correlation, root 
cause analysis, and de-duplication to identify the root 
cause of the particular network event. They also need 
to determine dependency mapping of the network and 
proactively create an incident on the network, identifying 
which resource needs to be resolved. 

In this scenario, achieving automated service assurance 
means CSPs need the ability to prioritize cases and 
rank remediation based on SLAs or operational level 
agreements (OLAs), which requires four key elements:

Four key elements to achieving automated 
service assurance
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1. Map the network. A CSP likely have multiple 
heterogeneous network platforms, inventory and 
discovery systems that exist in their environment. 
ServiceNow serves as the connective tissue for 
mapping the entire network; the fundamental core for 
trying to do proactive notification and resolution paths.

2. Monitor and detect. Once the network is mapped, a 
CSP can now monitor and detect the issues happening 
and perform root case analysis for those issues. 

3. Provide early warning. The information is then 
taken and used to proactively notify both internal 
stakeholders and customers being impacted, creating 
a notification via an incident to ensure the appropriate 
remediation path.

4. Drive resolution. With early warnings provided, 
resolution can now be initiated. Resolutions should be 
recorded and should incorporate AI and ML algorithms 
running underneath the resolution process in order 
to learn from those resolution paths, especially if it's 
human-driven. Resolution can further be automated as 
confidence builds.

Achieving automated service assurance starts by 
standardizing network monitoring data, which is why 
TM Forum Open API 642 (TMF642 API) plays such a 
critical role. ServiceNow leverages TMF642 API for alarm 
management, which provides a seamless standards-based 
integration to any network monitoring platform in order 
to leverage data in a standardized fashion. 

Using TM Forum Standards to enable 
proactive experiences

Image: TMF642 alarm management for proactive experience

TMF642

• TM Forum aligned API 
for interoperability 
with any network 
monitoring tools

• OOTB workflows for 
device, port, link, soft-
WAN failures etc.

• Task orders for easy 
auditing for network 
teams

• Resource—service –
customer mapping

• Intelligent Case creation

• Integration to work 
orders

• CI classes specifically 
aligned for supporting 
telecom network

Using TM Forum standards to enable 
proactive experiences
Achieving automated service assurance starts by standardizing network moni-
toring data, which is why TM Forum Open API 642 (TMF642 API) plays such a
critical role. ServiceNow leverages TMF642 API for alarm management, which 
provides a seamless standards-based integration to any network monitoring 
platform in order to leverage data in a standardized fashion. 

Automating service assurance 
with ServiceNow
With ServiceNow, CSPs can leverage and enhance existing network planning 
and inventory tools by consolidating all network data into the ServiceNow 
service-aware configuration management data base (CMDB). 

Think of the ServiceNow CMDB as the service contextualization layer that 
brings together data from network planning, inventory and discovery tools, 
a relationship model that provides information like resources used, services 
running on top of those resources, and the relationship between different 
network technologies and domains.

6

TMF642 alarm management for proactive experience
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With ServiceNow, CSPs can leverage and enhance 
existing network planning and inventory tools by 
consolidating all network data into the ServiceNow 
service-aware configuration management data base 
(CMDB). 

Think of the ServiceNow CMDB as the service 
contextualization layer that brings together data  
from network planning, inventory and discovery tools; 
A relationship model that provides information such 
as resources used, services running on top of those 
resources, and the relationship between different  
network technologies and domains.

ServiceNow also functions in the Service Operations 
layer working and integrating with the various tools in the 
NOC. The business context and instrumentation across a 
variety of domain-specific network monitoring tools is the 
key domain where ServiceNow helps increase efficiency 
in operations for a CSP. 

With a single-pane view, CSPs can now increase 
productivity while reducing mean time to repair (MTTR). 
Proactive notifications can now be delivered to the 
customer via the channel of their choice, improving QoS 

and reducing SLA and OLA breaches. Further, resolution 
can be automated using assurance workflows tied to 
field technicians for increased effectiveness and reduced 
fulfillment time.

Automating service assurance 
with ServiceNow

Image: ServiceNow serves as the service operations management layer for 
orchestrating service assurance

ServiceNow also functions in the Service Operations layer working and integrating 
with the various tools in the Network Operations Center (NOC). The business 
context and instrumentation across a variety of domain-specific network moni-
toring tools is the key domain where ServiceNow helps increase efficiency in 
operations for a CSP. 

Network Operations Center
• Fault & Event
• Performance
• Device & Domain 

Correlation
• Test and Traffic

ServiceNow Service-aware CMDB

AppsEdge 
devices

Edge 
NFV

Core
NFV

Public
Cloud

Core Transport Access Data App Customer
site

Network monitoring tools

•Change 
Management
• Research, Triage, 

and Remediation
• Field Scheduling 

Planning

Service Operations Center
•Cross-Domain 

Correlation
• Dependency 

Mapping
•CMDB Sync/

Reconciliation
• Service 

Visualization
• AIOps

• Decision Support 
for Remediation
• Proactive Service 

Monitoring
• Trouble Ticket 

Management
•Change 

Management

With a single-pane view, CSPs can now increase productivity while reducing 
MTTR. Proactive notifications can now be delivered to the customer via the 
channel of their choice, improving QoS and reducing SLA and OLA breaches. 
Further, resolution can be automated using assurance workflows tied to field 
technicians for increased effectiveness and reduced fulfillment time.

7

Think of ServiceNow 
as the connective 
tissue that brings 
together data from 
the network and 
layers service 
context on top.
– Joe Torres

Sr. principal, telecom industry 
architect, ServiceNow

Joe Torres, Sr. principal, 
telecom industry architect, 
ServiceNow

“ Think of ServiceNow as the 
connective tissue that 
brings together data from 
the network and layers 
service context on top.”

ServiceNow serves as the service operations layer for orchestrating service assurance
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Designed using TMF642 API and ServiceNow’s 
Telecommunications solution, now CSPs can achieve a 
more efficient process to automate service assurance.

Reimagining service assurance requires CSPs to think out-
of-the-box and take bold steps to invest in solutions that 
have customers, employees and partners in mind. There 
is also a significant need to pivot and change the way we 
think about service operations, from traditional resolution 
tasks to a paradigm that shifts into service operations. 

This shift requires customer-to-service mapping, 
alignment to TM Forum standards, automated workflows 
all delivered on a single integrated cloud-native platform 
that breaks down silos and brings customer and network 
data together, finally. 

At ServiceNow we believe that behind every great 
experience is a great workflow. As CSPs begin to 
reimagine the customer experience to one that 

The better way to automate service 
assurance in telecom
Designed using TMF642 API and ServiceNow’s Telecommunications solution, now 
CSPs can achieve a more efficient process to automate service assurance.

8

1 Something happens. Be 
it a fault or performance 
degradation, an event is 
identified by your network 
monitoring tools. TMF642

2 The event gets 
pushed using 
TMF642 API. 3 Based on the defined business 

processes, the event is 
translated into an alert.

4 The alert references 
ServiceNow to correlate 
network + service information, 
and an incident is created.

5 The incident gets associated 
to a network team with 
the correct priorities and 
urgencies, along with 
resources being impacted.

Event

Incident

6 The incident references back 
to ServiceNow, identifying 
which service(s) + customer(s) 
are correlated to the 
impacted network resources.

Case

7 A proactive case is created for each 
individual customer impacted by the service, 
and the impacted customers are proactively 
notified via their channel of choice.

Agent Happy customer

Service assurance workflow 
using ServiceNow and 
TMF642 API. 

The better way to automate 
service assurance in telecom

Shifting the paradigm of service 
operations with ServiceNow



ADDITIONAL FEATURE

33

Automating service assurance using industry standards

proactively informs customers and resolves issues as they 
occur, it is critical to connect the customer and agents to 
operations and the network in a simple and streamlined 
way. 

TM Forum’s Open API standards ensures interoperability 
in the evolving digital ecosystem. As the industry 
continues to transform, these standards allow CSPs 
to evolve a component of their architecture without 
disrupting the entire ecosystem.

This paper is a summary of TM Forum Global Architecture 
Framework webinar: Sounding the Alarm for Proactive 
Services. View the webinar on demand here.

ServiceNow® enables CSPs to streamline and elevate 
telecom service and operations on one native cloud 
platform that connects the customer to the network. Give 
telecom employees the tools to do their best work, and 
customers the proactive, digital experiences they expect. 
Learn more about ServiceNow Telecommunications 
solutions here.

ServiceNow is a proud member of TM Forum

Award-winning 2020 catalyst project:  
Outstanding Use of TM Forum Assets 

Digital Transformation World 2020 executive roundtable: 
Service transparency: The next radical change 
in customer experience 

On-demand webinar
Sounding the alarm for proactive experiences:  
Using TMF642 with ServiceNow

White paper:
Automating service assurance using TM Forum standards

Inform blog: 
Enabling the ecosystem: The new role of the vendor

https://gateway.on24.com/wcc/eh/1237365/lp/2968045/sounding-the-alarm-for-proactive-experiences
https://www.servicenow.com/solutions/industry/tmt/telecom.html
https://www.tmforum.org/the-dynamic-architecture-2/
https://www.servicenow.com/content/dam/servicenow-assets/public/en-us/doc-type/resource-center/analyst-report/ar-tmforum-digital-leadership-roundtable-telecommunications.pdf
https://www.servicenow.com/content/dam/servicenow-assets/public/en-us/doc-type/resource-center/analyst-report/ar-tmforum-digital-leadership-roundtable-telecommunications.pdf
https://gateway.on24.com/wcc/eh/1237365/lp/2968045/sounding-the-alarm-for-proactive-experiences
https://gateway.on24.com/wcc/eh/1237365/lp/2968045/sounding-the-alarm-for-proactive-experiences
https://www.servicenow.com/content/dam/servicenow-assets/public/en-us/doc-type/resource-center/white-paper/wp-automating-service-assurance-telecommunications.pdf
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The TM Forum Open Digital Framework provides a migration path 
from legacy IT systems and processes to modular, cloud native 
software orchestrated using AI. The framework comprises tools, 
code, knowledge and standards (machine-readable assets, not just 
documents). It is delivering business value for TM Forum members 
today, accelerating concept-to-cash, eliminating IT and network 
costs, and enhancing digital customer experience. Developed 
by TM Forum members through our Collaboration Community 
and Catalyst proofs of concept and building on TM Forum’s 
established standards, the Open Digital Framework is being used 
by leading service providers and software companies worldwide.

Core elements of the Open Digital Framework
The framework comprises TM Forum’s Open Digital Architecture 
(ODA), together with tools, models and data that guide the 
transformation to ODA from legacy IT systems and operations.

Open Digital Architecture
n Architecture framework, common language and design principles
n Open APIs exposing business services
n Standardized software components
n Reference implementation and test environment

Transformation tools
n Guides to navigate digital transformation
n Tools to support the migration from legacy  

architecture to ODA

Maturity tools & data
n Maturity models and readiness checks to  

baseline digital capabilities
n Data for benchmarking progress and training AI

Goals of the Open Digital Framework
The Open Digital Framework aims to transform business agility 
(accelerating concept-to-cash from 18 months to 18 days), 
enable simpler IT solutions that are easier and cheaper to deploy, 
integrate and upgrade, and to establish a standardized software 
model and market which benefits all parties (service providers, 
vendors and systems integrators).

Learn more about collaboration
If you would like to learn more about the project or how to get 
involved in the TM Forum Collaboration Community, please 
contact George Glass.

A blueprint for intelligent operations fit for the 5G era
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https://www.tmforum.org/opendigitalframework/
https://www.tmforum.org/collaboration/current-projects/
https://www.tmforum.org/collaboration/catalyst-program/home/
https://www.tmforum.org/oda/
https://www.tmforum.org/open-apis/
https://inform.tmforum.org/insights/2019/05/go-concept-cash-just-18-days/
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To learn more about TM Forum’s Open APIs and the 
Open Digital Architecture, please contact George Glass.
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